JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 108, NO. CS5, 3160, doi:10.1029/2002JC001620, 2003

Indo-Pacific Ocean response to atmospheric intraseasonal variability:
1. Austral summer and the Madden-Julian Oscillation
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[1] The large-scale response of the Indo-Pacific Ocean to atmospheric forcing associated
with the Madden-Julian Oscillation (MJO) is examined using an ocean general circulation
model forced by canonical MJO conditions constructed from observations. The results
show that for a number of equatorial areas, ocean advection processes can play an important
role in determining the ocean response. In addition, mixed layer depth (MLD) variations
are considerable and contribute to the sea surface temperature (SST) variability. SST
variability also develops in the eastern equatorial Pacific via the propagation of ocean
Kelvin waves. With regards to this variability the results suggest that advective processes,
namely, meridional advection, play the most significant role. Sea level variability in the
equatorial regions and eastern sides of the Indian and Pacific basins associated with the
MJO is considerable. In conjunction with these sea level variations are also large variations
in the Indonesian Throughflow. The results also show that the MJO forcing produces a low-
frequency rectified signal consisting of a weak cooling in the equatorial western Pacific and
Indian Ocean regions, a relatively larger warming around the maritime continent, a fair
amount of MLD shallowing in most of the above regions, and a westward equatorial Pacific
Ocean current anomaly. In addition, the heat flux variations associated with the MJO
produce systematic variations in the east-west zonal gradient of Indian Ocean SST, which

could influence the evolution of the Indian Ocean Zonal Mode. The implications and
caveats associated with these results, the caveats associated with the model and forcing

framework, and areas necessitating further study are discussed.
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1. Introduction

[2] During austral summer, the dominant form of intra-
seasonal variability occurring in the Tropical atmosphere is
associated with the Madden-Julian Oscillation (MJOs) [e.g.,
Hendon and Salby, 1994; Madden and Julian, 1994]. In
recent years, the interaction of the MJO and the ocean has
become an increasingly important consideration with
regards to our understanding of both weather and climate
and our ability to simulate them. This is due to the MJO’s
extensive interactions with other components of our
weather/climate system, in conjunction with evidence that
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the ocean plays an important role in defining the character-
istics of the MJO. In regards to the former, the onset and
break activity of the Asian-Australian monsoon system is
strongly influenced by the propagation and evolution of
MJO events [e.g., Yasunari, 1980; Lau and Chan, 1986b;
Hendon and Liebmann, 1990a, 1990b]. The development of
persistent North Pacific circulation anomalies during boreal
winter, and their influence on extreme precipitation events
along the western United States, has been linked to the
evolution and eastward progression of convective anomalies
associated with the MJO [e.g., Weickmann, 1983; Liebmann
and Hartmann, 1984; Weickmann et al., 1985; Lau and
Phillips, 1986; Higgins and Schubert, 1996; Higgins and
Mo, 1997; Mo and Higgins, 1998b, 1998c; Higgins et al.,
2000; Jones, 2000]. Similarly, MJO convective activity has
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been linked to Northern Hemisphere summertime precip-
itation variability over Mexico and South America as well
as to austral wintertime circulation anomalies over the
Pacific - South American Sector [e.g., NoguesPaegle and
Mo, 1997; Mo and Higgins, 1998a; Jones and Schemm,
2000; Mo, 2000; Paegle et al., 2000]. Studies have also
shown that particular phases of the MJO are more favorable
to the development of tropical storms/hurricanes in both the
Atlantic and Pacific sectors [Maloney and Hartmann,
2000a, 2000b; Higgins and Shi, 2001]. Finally, the passage
of MJO events over the western Pacific Ocean has been
found to significantly modify the thermocline structure in
the equatorial eastern Pacific Ocean via their connection to
westerly wind bursts [e.g., McPhaden et al., 1988; McPha-
den and Taft, 1988; Kessler et al., 1995; Hendon et al.,
1998]. This latter interaction has even been suggested to
play an important role in triggering variations in El Nino-
Southern Oscillation (ENSO) [e.g., Lau and Chan, 1986a;
Weickmann, 1991; Kessler et al., 1995; McPhaden, 1999;
Kessler and Kleeman, 2000].

[3] From the discussion above, it is evident that the MJO
is an intrinsic mode of variability whose influence is
significant and widespread, and involves timescales well
outside the intraseasonal band. Unfortunately, there are still
significant shortcomings in regards to the ability of atmo-
spheric general circulation models (GCMs) to properly
represent the MJO [e.g., Slingo et al., 1996; Waliser et al.,
2003]. Yet, there is growing evidence that intraseasonal SST
variability seemingly forced by MJO events [e.g., Krishna-
murti et al., 1988; Waliser, 1996; Weller and Anderson,
1996; Zhang, 1996; Hendon and Glick, 1997; Lau and Sui,
1997; Jones et al., 1998; Shinoda et al., 1998; Woolnough et
al., 2000] may in turn provide an important feedback to
these systems. For example, the numerical study of Flatau
et al. [1997] employed a simplified atmospheric GCM [Lau
and Peng, 1987] coupled to an empirically derived slab
ocean mixed layer feedback. They found that the addition of
the SST feedback produced a significantly stronger and
more organized form of intraseasonal variability. Similarly,
Waliser et al. [1999] compared the MJO characteristics
between an atmospheric GCM (AGCM) simulation using
specified climatological SSTs and a simulation coupled to a
weakly interacting slab ocean mixed layer. Their results
showed that the simplified interactive SST produced a better
MJO simulation with respect to a number of shortcomings
that typify most AGCM simulations of the MJO. These
improvements included: 1) stronger intraseasonal variability
associated with the MJO, 2) a tendency for the timescales of
the modeled MJO to more closely match and consolidate
around the observed timescales, 3) a reduced eastward
phase speed in the warm pool regions, and 4) an increased
seasonal signature in the MJO with relatively more events
occurring in the December—May period. While there is
some similarity between the implications of Flatau et al. and
Waliser et al., each greatly simplified the oceanic processes.
A slightly more complete treatment of the ocean was
included in the theoretical study of Wang and Xie [1998].
In that study, idealized models of the atmosphere and ocean
mixed layer (i.e., Kraus-Turner) were coupled. The result
was that the SST feedback from wind-driven entrainment/
evaporation, and to a lesser extent from the clouds/radiation,
was found to be responsible for slowing and destabilizing
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what would otherwise be a neutral moist atmospheric
Kelvin wave in the uncoupled model.

[4] Related to the above SST coupling issue are the
findings from two more recent studies. In the first, Hendon
[2000] coupled a one-dimensional mixed layer model to
each ocean grid point of the R30 GFDL climate model [cf.
Hayashi and Golder, 1997] and found that the coupled
mixed layer had virtually no impact on the modeled MJO.
However, analysis of the model results showed that the
simulated MJO-induced latent heat flux anomalies were
relatively incoherent and did not exhibit the proper (i.e.,
observed) phase relationship relative to the convection, in
part because of the model’s basic state. Thus the latent heat
flux anomalies did not constructively interact with the MJO-
induced shortwave anomalies to produce the needed/
observed systematic changes in the anomalous SST which
in turn could influence the MJO. Thus rather than have
implications on the SST-MJO coupling questions, this
study’s findings helped highlight the necessity for a proper
representation of the basic state when simulating the MJO.
In the second study, Kemball-Cook et al. [2002] coupled a
2.5 layer ocean model to the ECHAM4 AGCM to examine
the SST coupling issue for the northeastward propagating
mode of intraseasonal variability that is common during
boreal summer [Wang and Rui, 1990; Wang and Xie, 1997].
While this mode of variability is of a somewhat different
dynamical nature, they found that coupled SSTs were
critical for producing realistic propagation characteristics.
For the most part, each of the studies described above points
to the important role that intraseasonal SST variations have
on the simulation/character of the MJO; however, they all
tend to simplify the oceanic processes involved.

[s] The discussion above highlights the need for a robust
understanding of the ocean’s role in the development and
maintenance of the atmospheric intraseasonal variability,
namely the MJO. In particular, given the variety of (sim-
plified) methods used to represent the ocean under coupled
scenarios it is crucial to have a rather complete assessment
of the oceanic response to the sort of intraseasonal forcing
associated with the MJO; this includes both ocean dynamics
and complete mixed layer physics. To date a number of
studies have addressed various aspects of this question. For
example, Shinoda and Hendon [1998] examined the degree
to which a simple mixed layer model could capture the SST
variability associated with MJO-related surface flux forcing.
To first order, they found that over the bulk of the western
Pacific, and to some extent the Indian Ocean, there was
fairly good agreement between the model predicted and
observed SSTs. Shinoda and Hendon [2001] went on to
estimate the complete surface heat budget in a localized area
of the western Pacific Ocean budget using a Pacific-only
ocean GCM (OGCM). They concluded that on the scale of
the atmospheric MJO, at least for this area of the Pacific,
surface temperature variations are primarily controlled by
vertical processes and surface heat flux variations. This
latter study was in response to a number of studies [e.g.,
Cronin and McPhaden, 1997; Ralph et al., 1997; Feng et
al., 2000] that concluded that horizontal advection pro-
cesses can make important contributions to the heat and
salt budgets of the surface ocean in the western Pacific
Ocean under MJO forcing conditions. A number of addi-
tional studies have examined the detailed dynamic response
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of the near-equatorial Pacific Ocean to various types of
intraseasonal wind forcing, often in the context of Kelvin
wave activity and the development of El Nino [Eriksen et
al., 1983; Giese and Harrison, 1991; Eriksen, 1993; Kindle
and Phoebus, 1995; Zhang and Rothstein, 1998].

[6] Notwithstanding the above studies, there are still a
number of outstanding questions that need to be addressed
and/or need continued treatment given model sensitivities
and uncertainties associated with observations of atmo-
spheric forcing and ocean response. For example, few, if
any, studies have clearly illustrated the totality of ocean
variability that might be expected from MJO forcing. This
includes determining what aspects of the atmospheric forc-
ing (e.g., rainfall, cloud, evaporation, and wind) and oceanic
response (e.g., mixed layer entrainment and vertical/hori-
zontal advection) are the most critical for simulating the
observed intraseasonal response in SST and how this
depends on ocean basin and region? Considering this
question in conjunction with the coupled SST MJO studies
discussed above, it would be useful to know for example
how well slab ocean physics capture the ocean response to
the MJO. In addition, few studies have addressed the
manner the MJO might influence basin-wide transport
quantities (e.g., Indonesian Throughflow). Moreover, only
a few have addressed the rectification of the MJO on the
interannual timescale and only one has examined how the
MJO might influence the mean state of the ocean [Kessler
and Kleeman, 2000]. In this regard, does the ocean carry a
subsurface memory from one MJO event to the next, or
from a set of events from one year to the next? This
question regarding rectification to longer timescales may
be important when considering recent studies by Slingo et
al. [1999] and Zveryaev [2002] which suggest a link
between Indian Ocean SSTs and intraseasonal variability
on decadal timescales or the studies by Annamalai et al.
[2003] that have suggested a link between the equatorial
waves associated with the MJOs and the potential triggering
of the Indian Ocean Zonal Mode.

[7] The present study and line of research has been
undertaken to try to answer some of the above questions.
In regards to most of the questions highlighted above, it is
important to emphasize that the character of atmospheric
intraseasonal variability is strongly dependent on season. In
austral summer, intraseasonal variability typically takes the
form of the MJO which involves convective anomalies that
propagate eastward from the Indian Ocean, across the
Maritime Continent and western Pacific, and into the South
Pacific Convergence Zone (SPCZ). In the boreal summer,
intraseasonal convective events often propagate northeast-
ward from the Indian Ocean across Southeast Asia, into the
northwestern Tropical Pacific Ocean. Because of the sig-
nificantly different nature of these two modes, and the
different regions of the ocean they cross over, the answers
to the above questions are likely to be dependent on season.
This study deals with the austral summer case. We examine
the boreal summer case in a separate study (D. E. Waliser et
al., Indo-Pacific Ocean response to atmospheric intraseaso-
nal variability: 2. Boreal summer and the intraseasonal
oscillation, submitted to Journal of Geophysical Research,
2002). In addition, this study tends to focus mostly on the
Indo-Pacific warm pool regions where the MJO-related
forcing and associated ocean response is greatest, although

29 -3

some attention is given to the MJO’s impact on the eastern
Pacific Ocean. Because of the paucity of relevant ocean
observations, particularly when considering ocean dynamics
as well as a basin-wide perspective, the present study
employs an ocean general circulation model (GCM) as the
main tool for investigation. The model formulation is
described in section 2. Section 3 describes the experimental
setup, the procedures used to develop the MJO forcing
conditions, and some validation analysis of the model’s
representation of intraseasonal variations. Section 4 describes
the results and section 5 presents a brief summary of the
results along with a discussion of their implications, the
questions they raise and suggestions for future work.

2. Model

[8] The ocean GCM is the reduced gravity, primitive
equation, sigma coordinate model of Gent and Cane [Gent
and Cane, 1989]. The vertical structure of the ocean model
consists of a mixed layer and 14 layers below according to a
sigma coordinate [Murtugudde et al., 1996]. The mixed
layer depth and the thickness of the lowest sigma layer are
computed prognostically and the remaining layers are
computed diagnostically such that the ratio of each sigma
layer to the total depth below the mixed layer is held to its
prescribed value. The model employs the horizontal ‘A’ grid
structure [Arakawa and Lamb, 1977] with a resolution of
1/3° latitude and 1/2° longitude. The model domain extends
from 30°N to 30°S and from 32°E to 76°W. Fourth-order
central differences are employed in the horizontal with
second-order central differences in the vertical. The Lorenz
[1971] N cycle scheme is used for time integration and a
high-order, scale selective Shapiro [1970] filter provides
horizontal friction. The model calendar year is composed of
360 days, and thus twelve 30-day months (or 72 5-day
pentads).

[¢9] The model mixed layer is based on a hybrid vertical
mixing scheme [Chen et al., 1994] that combines the
advantages of the traditional bulk mixed layer model of
the Kraus and Turner [1967] type with the dynamic
instability model of Price et al. [1986]. This allows simu-
lation of all three major processes of oceanic vertical
turbulent mixing; a) the bulk mixed layer model relates
the atmospheric forcing to the mixed layer entrainment/
detrainment, b) the gradient Richardson number mixing
accounts for the shear flow instability, and c) an instanta-
neous adjustment simulates the high-frequency convection
in the thermocline. Complete hydrology has been added to
the model [Murtugudde and Busalacchi, 1998] with fresh-
water forcing treated as a natural boundary condition
[Huang, 1993]. The UNESCO equation of state is used
for computing buoyancy from salinity and temperature. A
sponge layer is utilized at the north and south boundaries of
the model domain, with the model damped toward the
climatological values of Levitus [1994].

[10] Surface heat fluxes are computed by coupling the
ocean GCM to an advective atmospheric mixed layer
(AMLM) model [Seager et al., 1995]. The improvements
in tropical SST simulations and its feedback on model
dynamics/thermodynamics associated with the incorpora-
tion of the AMLM are reported by Murtugudde et al.
[1996]. Briefly, the model represents either a dry convective
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layer or the mixed layer that underlies shallow marine
clouds. Within the mixed layer, the air temperature and air
humidity are determined by a balance between surface
fluxes, horizontal advection by imposed winds, entrainment
from above the mixed layer, horizontal diffusion and, for
temperature, radiative cooling. Once the air temperature and
humidity are determined, surface sensible and latent heat
fluxes (and thus evaporation for the freshwater forcing) can
be calculated in terms of the ocean model SST and the
imposed winds. To compute the longwave radiative heat
loss from the surface we use a standard bulk formula and
observed cloud cover [Seager and Blumenthal, 1994]. Sur-
face solar radiative forcing is taken from observed values
estimated from satellite derived products. The specifics of
each of the forcing data sets will be discussed in more detail
in the next section. In summary, by using the AMLM, the
net surface heat flux can be computed by specifying only
the solar radiation, cloud cover and winds. These are all
quantities that the ocean has only indirect control over and
can be justifiably specified externally. The quantities that
the ocean has some direct control over, i.e., air temperature
and humidity, are modeled internally in terms of the SST,
the surface winds, and the values of the wind, air temper-
ature and air humidity at the continental margins. Note that
in the model’s standard configuration no heat flux correc-
tion is applied.

3. Data and Experimental Setup
3.1. Climatological Forcing and Setup

[11] As discussed in the previous section, the surface
forcing data required by the model consists of solar radia-
tion, cloud cover, surface wind and stress, and the surface
wind, air temperature and air humidity at the continental
margins. Climatological surface solar forcing was obtained
from the Earth Radiation Budget Experiment (ERBE)
product of Li and Leighton [1993]. Climatological surface
precipitation values were obtained from the satellite and in
situ blended product of Xie and Arkin [1997]. Climatolo-
gical cloud cover was obtained from the ISCCP-C “total
cloud fraction” product of Rossow and Schiffer [1991].
Climatological values of near-surface air temperature and
humidity at the model’s continental margins were obtained
from ECMWF (ERA-15) reanalysis. Climatological wind
and wind stress values were obtained from SSM/I [Atlas et
al., 1996]. In the case of winds, the daily values of surface
zonal and meridional wind from 1988 to 1999 were used to
compute daily values of wind speed and wind stress. The
latter used the standard bulk formula representation with the
air density and exchange coefficient specified as 1.25 kg
m > and 1.5 x 1073, respectively. The daily values were
then used to compute mean 365-day annual cycles for each
quantity that in turn were interpolated to 12-month annual
cycles. Note that in order to account for wind gustiness
which is not typically measured in satellite or sparse in situ
data sets, a gustiness factor was incorporated by implement-
ing a minimum wind speed threshold of 4 m s™' directly
into the climatological wind speed data set. The reason for
applying this to the data itself rather than incorporating the
threshold into the model code was so that anomalies in wind
speed associated with the MJO could be added to the
climatological values to produce intraseasonal fluctuations
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Figure 1. (top) Mean annual sea surface temperature
(SST) from the ocean model. Contour interval is 1°C and
shading starts at 24°C. (bottom) Difference between the
model SST and observations [Levitus, 1994]. Contour
interval is 0.5°C with positive values shaded.

that included realistic low wind speed regimes [e.g., Weller
and Anderson, 1996, Figure 9].

[12] Using the above climatological data sets as forcing,
the model was integrated from an arbitrary initial condition
for eighteen years, the last three of which were averaged to
form the model climatology as well as to describe the
model’s internal variability, i.e., variability that arises from
using only climatological forcing. Figure 1 illustrates the
modeled and the difference between the modeled and
observed [Levitus, 1994] mean SSTs. Apparent are the
warm bias in the Indo-Pacific warm pool region and the
cold bias in the eastern equatorial Pacific Ocean. This sort
of bias structure is common in forced ocean model experi-
ments that do not use specified air temperature and humidity
values as boundary conditions as well as in coupled models.
It is thought to be the result of deficient vertical mixing
parameterizations in ocean models or poor stratus deck
formulation in coupled models or both [Delecluse et al.,
1998; Stockdale et al., 1998]. However, recent studies
suggest that the cold bias in the cold tongue may be related
in part to inaccurate representation of the radiative trapping
by near surface phytoplankton blooms [Murtugudde et al.,
2002]. The SST errors in the Indo-Pacific warm pool are
likely due to errors in surface radiative fluxes or winds or
due to model deficiencies. Since the corrective fluxes
required to remove these SST errors are nearly as large as
the uncertainties in the fluxes, it is difficult to pinpoint the
exact causes [see also Seager et al., 1995; Murtugudde et
al., 1996]. Three aspects should be stressed regarding the
model climatology, at least in terms of SST: 1) overall it is
relatively realistic in terms of the large-scale structure, 2)
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Extended EOF of Rainfall for Winter Mode
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Figure 2. First mode extended empirical orthogonal function (EEOF) of filtered (35—95 days) Northern
Hemisphere winter (November—April) rainfall for the tropical domain shown from the pentad values of

Xie and Arkin [1997]. Time lags extend from —35 days (i.e.,

days (i.e., +7 pentads) in the lower right corner.

the present study relies primarily on the ocean model’s
anomalous response rather than on the climatological struc-
ture — albeit the two are not independent, and 3) sensitivity
tests using an imposed flux bias correction to improve the
near-surface climatology show that the main results of the
study do not depend on the modest errors associated with
the model’s near-surface climatology. The latter aspect will
be discussed in more detail in a later section.

3.2. MJO Forcing and Setup

[13] Ocean forcing conditions associated with the MJO
were constructed using a compositing approach. MJO
events were identified through extended EOF (EEOF)
analysis of band-passed pentad (i.c., 5-day average) rainfall
data [Xie and Arkin, 1997] that extends from 1979 to 1999.
Band-pass filtering was performed using a 35-95 day
Lanczos filter [Duchon, 1979]. In order to isolate the

— pentads) in the upper left corner to +35

canonical form of the MJO, that which is most prevalent
in boreal winter [Wang and Rui, 1990; Hendon and Salby,
1994; Madden and Julian, 1994], only Northern Hemi-
sphere “winter” (hereafter, November—April) data were
retained in the analysis. From these band-passed winter
data, EEOFs are computed for £7 pentad time lags on the
region between 30°E and 180°E. Figure 2 shows that mode
1 pattern represents an eastward propagating structure with
about a 50-day period that is strongly reminiscent of the
MJO. Candidate events for constructing the MJO composite
were selected when the value of the unit normalized
amplitude time series of mode 1 exceeded 1.2. Figure 3
shows the amplitude time series of EEOF mode 1 along
with the candidate MJO events. Also shown on Figure 3 are
the temporal extents of the additional forcing data sets that
are used for constructing the composite MJO forcing. These
additional data sets include the: 1) daily SSM/I [A4tlas et al.,
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Figure 3. Amplitude time series for the first EEOF mode of filtered (35—95 days) Northern Hemisphere
winter rainfall (see Figure 2). The X’s represent MJO events selected for inclusion in the composite
forcing. Horizontal lines and associated labels give the period encompassed by the given forcing and

validation data sets. See section 3 for details.

1996] winds for computing wind speed, direction, and
stress; 2) daily ISCCP-derived surface shortwave values
[Bishop et al., 1997]; and 3) daily ISCCP-D-derived total
cloud fraction [Rossow and Schiffer, 1991]. In each case,
these additional forcing data sets were interpolated to
pentads (73/year) to match the temporal resolution of the
rainfall data. Note that because of the nonoverlapping nature
of the data sets, the shortwave composite, for example,
contains fewer/different events than the wind composites. In
addition, daily values of wind speed and wind stress were
first computed from the daily values of vector wind. These
daily values were then used to define the associated clima-
tologies and in turn the anomalies.

[14] For each forcing data set, the corresponding candi-
date MJO events were averaged to form a composite forcing
structure with the same lags as the EEOF (i.e., Figure 2).
For rainfall, shortwave, cloud fraction and wind, this
involved 31, 14, 19, and 19 events respectively. As expected
and as seen in Figure 2, the above forcing structures exhibit
a cyclic structure with a repeating timescale of about
50 days. For example, the map in Figure 2 with lag —25
days is nearly the same as the map with lag +25 days. Thus
a complete MJO cycle, with a positive rainfall anomaly just
beginning to form in the western Indian Ocean, can be
constructed using the 10 pentads between —5 pentads lag to
+4 pentads lag. In addition, to overcome the decrease in the
magnitude of the forcing associated with averaging over
different candidate events, the composite forcing fields are
multiplied by a scale factor (in this case 1.7). This compo-
siting procedure produces forcing fields required by the
OGCM and that are associated with a “typical” MJO (see
Figure 4).

[15] In general, the above compositing procedure is
applied to the band-passed data for each forcing field. This
helps to prevent interannual variability from biasing the
MIJO forcing fields. However, it is important to note that

even though these composites are roughly cyclic and are
constructed from (intraseasonally) band-passed data, there is
no constraint imposed, from either the methods used here or
the observed system, that the time mean of the composites
be zero at any given spatial location. For example, the
convective phase of a typical MJO may involve slightly
more westerly wind or a greater positive rainfall anomaly
than occurs in the opposite sense for the subsidence phase.
If this were the case, the balance would be made up during
all the intervening periods between MJO events to give a
zero anomaly for the total time series. The approach
described above is an attempt to capture MJO event forcing
conditions that are typical, realistic and ultimately based on
observations. Examination of the composite MJO forcing
shows that in fact they do exhibit small time mean values.
These values are referred to as ‘“‘residual” means and
sensitivity tests to determine their impact are discussed
below. However, it is important to emphasize that this study
is concerned with the ocean response to MJO conditions/
events, not those associated with forcing from intervening
periods. Composite forcing fields were also constructed
using the unfiltered anomaly data. Not surprisingly, these
anomaly based composites did exhibit nontrivial time mean
values (i.e., “residual” mean) values that arose from the
interannual (i.e., ENSO) variability within the data records.
Thus these anomaly based composites were not used to
represent MJO forcing but rather to provide a point of
comparison for evaluating and describing the composites
based on the filtered data.

[16] Since a number of MJO events often appear in
sequence (e.g., Figure 3), the composite event can be
concatenated together to form an idealized sequence of
MJO events. However, it should be kept in mind that
because the timescale of the MJO and the length of the
period of the year when the canonical form of the MJO is
most strongly exhibited (~November—April), only about
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Figure 4. Equatorial (3°N-7°S) time-longitude diagrams of ocean model forcing fields associated with
a sequence of four canonical MJO events produced from composites of (left) band-passed (35-95 days)
and (right) total anomaly (top) rainfall, (middle) zonal wind, and (bottom) surface shortwave radiation.
Note that the y axis labels are given both in terms of pentads and calendar year when the anomalous

forcing is applied.

3—4 events can be expected to occur in any given winter.
Figure 4 illustrates a sequence of four composite MJO
events in terms of rainfall, zonal wind, and surface short-
wave. The temporal extent of the composite sequence is 230
days (=46 pentads); this includes four 10-pentad MJO
cycles plus 3 pentads at the beginning (end) of the sequence
which contain 0, 1/3, and 2/3 (2/3, 1/3, and 0) times the first
(last) perturbation value. The panels on the left show
composite events that were constructed from band-passed
data while those on the right show composites constructed
from anomaly (i.e., unfiltered) data. Note that the significant
similarity between the band-passed and anomaly compo-
sites illustrates that the intraseasonal timescale of the
phenomena is exhibited naturally in the data and not
imposed by the band-pass operation. The analogous dia-
grams for wind stress and speed (not shown) look very
similar to the zonal wind diagram with minima and maxima
on the order £0.5 dyne cm ™~ and +2 m s~ '. Similarly, the
diagram for cloud fraction closely resembles the rainfall

diagram but with minima and maxima of about +0.25. To
illustrate that the magnitude and character of the composite
structure are reminiscent of observed events, Figure 5 shows
pentad anomaly and band-passed rainfall data from the
equatorial Indian and western Pacific Oceans for three
winter periods (1988, 1989, and 1997), along with the
corresponding data from the composite MJO (i.e.,
Figure 4). A comparison of these plots demonstrates that
the amplitude of the composite events (and thus the use of
the above scale factor) is typical of observed events and
that the constructed sequence of events is not too dissimilar
from what is exhibited by the observations.

[17] To succinctly illustrate the spatial variability asso-
ciated with the MJO forcing, Figure 6 shows the standard
deviation of the composite MJO based on band-passed
data. The analogous patterns associated with composites
based on anomaly data (not shown) are nearly the same
except the magnitude is increased by about 10—15%.
This, as well as the comparisons above between the
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Figure 5. (leftmost three panels) Band-passed (35—-95 days; thick) and total pentad (thin) rainfall
anomalies for three Northern Hemisphere winter periods (1988, 1989, and 1997) over the (top) near-
equatorial western Pacific (3°N—7°S; 150°E—160°E) and (bottom) central Indian (3°N-7°S; 90°E—
100°E) Oceans. (right) Sequence of four canonical MJO events produced from composites of band-
passed (thick) and total anomaly (thin) rainfall data.

band-passed and anomaly composites, indicates that the
use of band-pass filtering to construct the MJO forcing
had the desired effect of limiting the potential for
interannual bias, but did not impose a timescale artifi-
cially or significantly change the spatial structure or
magnitude of the variability. The maps in Figure 6
provide an indication of the regions where one would
expect to find a local ocean response to the imposed
MIJO forcing. Note that because of the seasonal influ-
ences on the MJO, most of the forcing maxima are
contained between about 5°N and 15°S, with the zonal
wind stress and wind speed more tightly confined than
the forcing associated with clouds and precipitation. In
addition, it is worth noting that there is relatively high
wind stress variability in several regions of the subtropics
as well. We will present similar figures associated with
the ocean response to illustrate the mapping between the
atmospheric forcing and the ocean response for the
intraseasonal timescale.

[18] For the MJO simulations described in this study, the
perturbation forcing fields associated with the composites
were added to the climatological forcing fields and then
used to force the ocean model. The perturbations were
added such that the MJO forcing illustrated by Figure 4
begins on 1 October. From 1 October the simulations were
integrated for one year. In such a case, the MJO is active
between October and late-May (i.e., 46-pentads), after
which the forcing returns to its climatological values. The
ocean response to intraseasonal forcing was then measured
and described by the difference between the simulations
with MJO forcing and the simulations using only climato-
logical forcing. Note that for the case of the wind speed, the

perturbation from the composite is added to the climato-
logical forcing without an additional application of the low
wind speed threshold (see section 3a). Thus for the sup-
pressed (wind speed) phase of MJO, the total wind speed
can and does fall below the 4 m s~ ' threshold that was
applied to the climatological forcing [cf. Weller and Ander-
son, 1996, Figure 9]. Given the 4 m s~ threshold in the
climatology and the size of the composite MJO wind
fluctuations, the wind speed rarely falls below 2 m s '
and never below 1.1 m s~'. These very low wind speed
cases (<2 m s~') occur in a few locations (~10 2° x 2°
model forcing grid points) over the course of 1-2 pentads
during the low wind speed phase of the composite (10-
pentad) MJO cycle in a small region between 140°—160°E
and 0—10°S. In addition to the MJO simulation that utilizes
all the forcing fields, hereafter referred to as the control,
simulations were also performed that excluded one or more
forcing fields. These additional simulations were performed
to help diagnose the forcing mechanisms and associated
processes responsible for various features in the simulated
ocean response.

3.3. Validation Data and Methods

[19] To demonstrate that the model has a realistic repre-
sentation of the near-surface ocean response to intraseasonal
forcing it is useful to compare the model response to the
observed response using anomalous forcing from a rela-
tively active MJO period. Data sets useful for validation of
the large-scale ocean response include the weekly SST
estimates of Reynolds and Smith [1994] and the surface
current estimates of Bonjean and Lagerloef [2002]. Note
that the latter contains data only for the Pacific Ocean. The
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Figure 6. Standard deviation of the composite MJO forcing fields produced from band-passed (35—95

days) data. See section 3b.

periods covered by these data sets are indicated on Figure 3.
Unfortunately there is no overlap between the surface
current data set and surface shortwave data set, which is a
necessary forcing field of the model. However, because of
the excellent field-to-field relationship between precipita-
tion and shortwave perturbations on the intraseasonal time-
scale (e.g., Figure 4), an estimate of the band-passed surface
shortwave values was derived from the precipitation and
cloud fraction data using the canonical correlation analysis
(CCA) approach described by Waliser et al. [1994]. Briefly,
EOFs of a combined field made up of the overlapping band-
passed precipitation and cloud fraction data as well as the
band-passed shortwave data were computed, and then CCA
was performed on the period the two data sets overlap (i.e.,
July 1983 to June 1991). This allows the construction of an
empirical model to relate precipitation and cloud fields to
the shortwave field. The first 8 modes were found to be

significant at the 99.9% level and thus were used for the
model estimate of shortwave; their eigenvalues (i.e., corre-
lations) ranged from 0.97 to 0.50. The number of degrees of
freedom (N ~ 50) was determined from the length of the
shortwave data set (~8 years) and the characteristic time-
scale of the MJO (~7/year). Figure 7 shows the spatial
correlation maps of the model estimate of band-passed
shortwave with the observed values over the entire period
of overlap (top). Also shown are the correlation (middle)
and root mean square difference (bottom) maps between the
band-passed composites based on the original data and the
model estimated data. These latter two maps were calcu-
lated using only the independent model derived data
(i.e., data after July 1991). The good agreement between
these fields, particularly in the region of strong variability
(Figure 6) demonstrates that there is a fairly robust relation-
ship between the large-scale low-frequency variations of
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Figure 7. (a) Correlation map of the CCA-based model
estimate of intraseasonal shortwave anomaly with the
observed values over the entire period of overlap (July
1983 to June 1991; see Figure 3). (b) Correlation and (c)
root mean square difference maps between the band-passed
composite shortwave based on the observed data (July 1983
to June 1991; see Figures 4 and 6) versus a composite based
on the model estimate over the period July 1991 to
December 1999. Contour interval for both Figures 7a and
7b is 0.1 with shading starting at 0.5. Contour interval for

Figure 7c is | Wm ™2 with shading starting at 5 Wm ™.

precipitation and clouds and the shortwave that can be
rather easily modeled [e.g., Waliser et al., 1994; Shinoda
and Hendon, 1998].

[20] Utilizing the above modeled version of intraseasonal
shortwave variations, along with the observed wind, cloud
fraction and precipitation band-passed data, a simulation
was performed with “observed” intraseasonal forcing for
the period 1994 through 1999. Figure 8 shows a comparison
between the (band-passed) observed SST and zonal surface
current (left) along with the modeled values (right) for the
equatorial region during the winter of 1996/1997 (see
Figure 3). The SST shows rather good agreement during
periods throughout this entire period, particularly west of
about 160°W. Because of the chaotic nature of tropical
instability waves (TIWs), little agreement would be
expected in the eastern equatorial Pacific Ocean, particu-
larly in SST. While there is still fair agreement between the
modeled and “observed” zonal current, it is not as good as
with the SST. The magnitude is slightly greater in the model
and the anomalies are more coherent in space and time. This
can at least partly be ascribed to the sampling associated
with the Bonjean and Lagerloef currents that are based in
part on satellite-derived sea level observations. These
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observations typically only sample any given point in the
equatorial band about every 10 days. This is marginally
adequate to get a sense of the intraseasonal variability but
clearly not sufficient to provide a robust representation.
Even so, the modeled and observed values do exhibit a good
deal of similarity. This modest agreement, along with the
SST comparison above, as well as previous uses of the same
basic model to analyze the intraseasonal timescale [e.g.,
Shinoda and Hendon, 2001] demonstrate that the model
exhibits a fair amount of fidelity at simulating the ocean
response to intraseasonal forcing.

4. Results
4.1. Basin-Wide Ocean Response

[21] In order to begin to describe the overall basin-wide
response to MJO forcing, an estimate of internal model
variability (i.e., when only forced by annual cycle forcing)
is shown in Figure 9. Figure 10 shows the added model
variability that is forced by the MJO. To construct the maps
in Figure 9, the variances about the mean annual climato-
logy were computed from the same 3-year period used to
construct the climatology (see section 3a). The average
variance was then computed for the October through late-
May period (=46 pentads). This variability is only associ-
ated with climatological forcing and thus can be ascribed to
internal variability mechanisms in the model (e.g., TIW). To
construct the maps in Figure 10, the anomalous response of
the model was first determined by computing the differ-
ences between the MJO forcing case and the climatology.
Then the variance of the anomalous response over the
forcing period (October to late-May) was computed. This
variability contains both MJO forced variability and model
internal variability. To estimate the part associated with the
MJO forcing, the background variability described above
was subtracted from this quantity. For both Figures 9 and
10, the variance quantity is shown in terms of standard
deviations.

[22] From Figure 9, it is evident that the internal varia-
bility of the model, as described by this estimate and
exhibited during this time of year (October to late May) is
almost exclusively limited to the equatorial Pacific. In these
regions SST, current, sea level, mixed-layer depth and
salinity variations are on the order 0.4 C, 20 cm/s, 4 cm,
5 m, and 0.05 PSU. This variability is a result of the model’s
simulated TIWs. Examination of maps analogous to those in
Figure 9 for the surface heat budget terms show that the
internal SST variability that occurs in the equatorial Pacific
is primarily a response to variations in zonal and meridional
advection (~ <= 150 Wm?), with modest contributions
from vertical advection. (~ <= 40 Wm?). Vertical entrain-
ment and surface heat fluxes make only minor contributions
(~ <= 15 Wm?), the latter of which results from the
dependence of the turbulent and longwave fluxes on the
model’s SST itself. The internal variability exhibited in
model sea level, and to some extent in salinity, appears to
be associated with Rossby wave adjustments resulting from
the TIW activity.

[23] The maps in Figure 10 illustrate a rather wide range
of influences associated with the added MJO forcing. The
SST exhibits additional variability on the order of 0.3°—
0.5°C in the equatorial Indian and western Pacific Ocean
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Figure 8. Equatorial (5°N—10°S) time-longitude diagrams of (top) intraseasonal SST [i.e., Reynolds
and Smith, 1994] and (bottom) zonal current variations from observations [Bonjean and Lagerloef, 2002]
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longitudinal direction.

sectors that is concomitant with the areas of largest local
convection and wind forcing. More specifically, SST varia-
tions in this region appear to be driven by comparable
variability in horizontal and vertical advection (~10—15
Wm ™ ?), with larger contributions from surface heat fluxes
(~25-40 Wm™?), mainly shortwave and latent heat flux.
The characteristics of the SST response and associated
forcing mechanisms, in this as well as other locations, will
be discussed in more detail below. Apart from the Indo-
Pacific region, there is strong forced variability exhibited in
the far eastern Pacific Ocean and an additional area of weak
variability in the northwestern Tropical Pacific. The former
is primarily driven by enhanced variability in meridional
advection and to a lesser extent net surface heat flux and
vertical and zonal advection. The latter is driven almost
exclusively by wind speed induced (see Figure 6) latent heat
flux anomalies (~ <= 30 Wm?) and to a lesser extent solar
variations (~ <= 15 Wm?). This eastern and northwestern
Pacific SST variability indicates that the ocean response to
canonical MJO forcing would typically include systematic
variability remote from the main forcing region as well as
the expected variability in the Indo-Pacific equatorial
regions.

[24] Mixed layer depth (MLD) variability associated with
the added MJO forcing extends over a fairly comprehensive
area of the tropical Indian and Pacific basins. In the equatorial
Indian and western Pacific Oceans, the variability brought
about by the MJO forcing is about 5—15 m (in terms of
standard deviation), which is similar to what was found for
the TOGA COARE IOP [4nderson et al., 1996]. The manner

these variations are related to the forcing will be described in
more detail below. Apart from the equatorial Indo-Pacific
region, there are other areas with similar size variability
where the local MJO forcing is considerably less (e.g.,
subtropics, eastern/central Pacific). These are regions that
tend to exhibit a fair amount of wind variability (Figure 6),
and thus the MLD variability is associated with wind-induced
mixing. Supporting evidence for this comes from simulations
performed with the anomalous wind stress forcing excluded,
MLD variations only occur in the equatorial Indian and
western Pacific Oceans. While the typical MLD variations
between the above domains are of a similar size, they are
much smaller (larger) relative to the mean values in the
subtropical (tropical) areas where typical mixed layer depths
are on the order of 60—100 m (20—40 m). Thus the impact
that these MLD variations might have on SST or salinity
would be expected to be much smaller in the subtropical
arcas. The salinity variability associated with the MJO
forcing occurs almost exclusively in the equatorial Indian
and western Pacific Ocean, except for a relatively small
region in the eastern equatorial Pacific. The former is driven
by latent heat flux and precipitation variability while the latter
is associated mainly with meridional advection that comes
about through the slight enhancements in TIW activity. In any
case, these salinity variations are very small given that the
model’s mean salinity ranges from about 35.1 to 34.0 psu
across the entire equatorial domain.

[25] Dynamic variability associated with the added MJO
forcing is strongly constrained to the near-equatorial lati-
tudes. This is expected given the spatial and temporal scales
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Figure 9. Estimate of internal model variability (shown in terms of standard deviations) that results only
from annual cycle forcing. Variances were computed using the October through late-May departures from
the mean annual climatology for the same 3-year period used to construct the model’s annually varying

climatology (see sections 3a and 4a).

of the forcing and equatorial wave dynamics [e.g., Matsuno,
1966; Cane, 1979]. Apart from the direct ocean response in
the Indian and western Pacific Ocean, which involves
variability in surface zonal and meridional current on the
order of 30 cm s~ ' and 10 cm s~ respectively, there is
added variability in the eastern Pacific associated with both
enhanced TIW activity as well as the impacts from remotely
forced equatorial Kelvin wave activity. The presence of
these latter processes will become more apparent from the
discussion below. However, the stark difference between
the internally generated sea level variability in Figure 9 and
the variability associated with the added MJO forcing in
Figure 10 depict a process in the ocean response to MJO
forcing that is not present in the internal variability, namely
Kelvin wave activity. In addition, the presence of sea level
variations extending poleward on the eastern side of each

basin further supports the presence of this type of equatorial
wave activity.

4.2. Detailed Ocean Response and Associated Processes

[26] Figures 11 and 12 show the space time evolution of
the (composite) ocean model response, in terms of SST,
MLD, and surface current, to the applied MJO forcing. The
composites were computed by averaging the model response
over the four MJO events (i.e., Figure 4). The convention for
the time lag shown in each panel of the figures is based on
the canonical MJO rainfall pattern shown in Figure 2. Thus,
on the basis of the discussion in section 3b, each MJO event
cycles through pentads —5 to +4 of the rainfall structure
shown in Figure 2. The four panel sequences shown in
Figures 11 and 12 correspond to lags —3, —0.5, +2, and +4.5
(meaning an average between +4 and —5 pentads) pentads.
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Figure 10. Estimate of the ocean model’s response to MJO forcing, shown in terms of standard
deviation. Values were calculated by first computing the differences between the MJO forcing case and
the climatology. The variance of these differences (i.e., anomalous response) over the forcing period
(October to late-May) was computed, and then the result associated with the internal variability (i.e.,

Figure 9) was subtracted from this quantity.

These figures show that for the most part, the SST evolution
through the equatorial Indian and western Pacific Oceans is
as expected (see studies cited in the Introduction). While
there is significantly less observational data available for
MLD and surface currents in this region, the evolution of
these quantities is also not inconsistent with expectations.
The MLD tends to shoal (deepen) about 5—10 (10-20) m
during warm, low wind (cool, high wind) periods, and the
equatorial zonal (meridional) surface currents oscillate
between westward (divergent) and eastward (convergent)
anomalies with a magnitude on the order of 30 (10) cm s~ .
A more detailed and complementary picture of the evolution
of the ocean response in these regions is shown in Figures 13
and 14. Figure 13 is based on a location near the equator in
the central Indian Ocean. Figure 14 is based on a small ocean

domain within the Maritime continent region. The forcing is
shown in Figures 13a and 14a, the response in terms of SST
and MLD is shown Figures 13b and 14b, the main contri-
buting elements to the mixed layer heat budget are shown in
Figures 13c and 14c, and finally, the components of the
surface heat flux are shown Figures 13d and 14d. In the case
of the Figures 13c, 14c, 13d, and 14d, positive values
indicate surface warming. Note that consistent with the
discussion of “residual” mean forcing in section 3b, the
time mean of the forcing data shown in Figures 13a—16a are
not necessarily exactly equal to zero.

[27] With respect to the central Indian Ocean region, the
main elements of the forcing are derived from surface wind
variations that impact the latent heat flux and advection
terms, and the rainfall and clouds that impact the surface
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Composite ocean model response in terms of (left) SST and (right) mixed layer depth. The

composites are computed by averaging the model response, at a given time lag relative to the MJO
forcing, over the four MJO forcing events (i.e., Figure 4). The convention for the time lag, which is given
in the lower right in each map, is based on the canonical MJO precipitation pattern shown in Figure 3.
Note that a lag of —3 pentads occurs within the calendar year forcing at October P6, December P4,
February P2, and March P6, where Pn is the pentad number for the given month. For lag —0.5 pentads
the dates are November P2.5, January P0.5, February P4.5, and April P2.5. For lag 2 pentads the dates are
November P5, January P3, March P1, and April P5. For lag 4.5 pentads the dates are December P1.5,
January P5.5, March P3.5, and May P1.5, and October 3.5.

shortwave. In this region, during this time of year, the zonal
wind anomalies tend to determine the phase of the wind
speed anomalies relative to the MJO event which in turn
determines the phase of the latent heat flux, the second
largest term in the surface heat flux budget. Given that the
peak in surface rainfall slightly precedes the peak in
cloudiness [cf. Myers and Waliser, 2003] and the peak in
wind speed lags slightly behind the minimum in latent heat
flux (because of the effects from SST), positive anomalies
of latent heat and shortwave flux are in phase and act
together to heat and cool the ocean surface. The variations
in net longwave, which are considerably smaller, are out of
phase with the shortwave and latent heat flux given that
clouds increase the downward component of longwave
radiation. The “Qnet-Sum” term depicts the amount of
shortwave energy lost out the bottom of the mixed layer.
This term tends to be out of phase with the shortwave and
latent heat flux because of the behavior of the MLD.

Further, it tends to only exhibit negative values and these
occur during periods of strong mixed layer shoaling; during
other times the MLD is sufficiently deep (~40 m) to capture
nearly all the shortwave energy.

[28] In summary, it can be seen that for this location that
the SST variations are primarily driven by surface heat flux,
namely the evaporation and shortwave, and to a lesser
extent net longwave, although the vertical and meridional
advection do appear to contribute in some instances. These
results are not inconsistent with the results of Shinoda and
Hendon [1998] which showed general agreement between
the observed SST and results from a mixed layer model
forced with estimates of observed forcing. However, their
results showed departures between the model and observed
data (their Figure 3) large enough to suggest that dynamic
processes might play a nontrivial role during some times
and at some locations. The results from the present experi-
ments suggest that the warming and cooling associated with
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Figure 12. Same as Figure 11, except for surface (left) zonal and (right) meridional current.

vertical and meridional advection can be as large as 50% of
the size of the net surface heat flux variations. However, the
following contrast between the two is important to note. The
phase of the vertical heat advection exhibits a rather system-
atic lag relative to the MJO forcing. Specifically, it lags
about 1/4-1/2 cycle behind the zonal wind anomaly. In
contrast to the vertical advection, and certainly the other
forcing terms mentioned above, the contribution from the
meridional advection does not occur in as systematic of
fashion relative to the phase of the MJO. This suggests the
presence of transient wave effects influencing the response.
Since the meridional current is strongly affected by Rossby
and Rossby gravity waves, the changing nature of the
meridional advection may be related to remote production
of such waves at the eastern boundary via reflection of
equatorial Kelvin waves. In addition, it should be noted that
the anomalous forcing associated with the wind stress curl
might also play a role in the evolving nature of the SST
response in this region; this will be discussed in more detail
in section 4d. While the above model results support the
notion that much of the intraseasonal SST variability is
associated with surface heat flux variations, they also
illustrate that for the central Indian Ocean mixed layer
dynamics and three-dimensional ocean processes are likely
to be important to accurately represent the evolution of SST
during MJO events. In contrast to the central Indian Ocean,

dynamical processes appear to play very little role in the
evolution of the SST around the Maritime continent
(Figure 14). Certainly variations in mixed layer depth
(~25-60 m) are important to the SST evolution but other-
wise the contributions from advection and entrainment
terms appear negligible, which is expected given the weak
horizontal and vertical temperature gradients in the region.

[29] In examining Figures 6 and 10—12, there are a
number of other locations that exhibit responses to the
MJO worth highlighting. These include the far eastern
equatorial Pacific, the northwestern tropical Pacific, the
subtropical regions in general, and the equatorial region
around 170°E (Figure 15). The discussion of the latter will
be taken up in section 4e. In regards to the far eastern
equatorial Pacific, Figures 10 and 11 show a fair amount of
SST variability in this region even though there is very little
local forcing associated with the MJO. Examination of
Figure 12 and an analogous figure of anomalous sea level
(not shown) shows that the sea level variations (+5 cm) and
zonal current variations in phase. This indicates that in
addition to the enhanced TIW activity and the associated
SST variability it induces, a large part of the anomalous SST
variability occurring in the eastern Pacific is remotely
forced via equatorial Kelvin waves. While this region of
variability is geographically much more limited than the
variability occurring to the west, it has about the same
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Figure 13. Time series averaged over a 1° x 1° box centered at 5°S, 80°E of (a) anomalous (i.e.,
composite) MJO forcing in terms of surface zonal wind (green), wind speed (red), and precipitation
(blue). (b) Ocean model response in terms of anomalous SST (blue), total mixed layer depth (thick green)
for case using MJO forcing, and climatological total mixed layer depth (thin green). (c) Anomalous
values of mixed layer heat budget in terms of zonal (blue), meridional (green) and vertical (red)
advection, net surface heat flux which accounts for solar penetration through the bottom of the mixed
layer (aqua), entrainment (purple), and the sum of the above terms (black). (d) Anomalous values of
surface heat budget in terms of net surface shortwave (blue) and longwave (red) radiation, latent (green)
and sensible (aqua) heat flux, and the difference between the actual net surface heat flux that impacted the
mixed layer and the sum of the above four terms (purple). This latter quantity is simply the shortwave
energy that passed through the bottom of the mixed layer. In the above description, “anomalous” is taken
to be the difference between the climatological simulation and the simulation forced with composite MJO
conditions.

magnitude and has a systematic behavior relative to the 1988; Giese and Harrison, 1991; Vecchi and Harrison,
forcing. In fact this behavior appears to be somewhat 2000; McPhaden, 2002].

consistent with the sort of variability documented from [30] Details of the atmospheric forcing and near-surface
observations by Zhang [2001, cf. Harrison and Giese, ocean response associated with the far eastern Pacific region
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Figure 14. Same as Figure 13, except averaged over the domain 0—10°S and 130°—160°E.

discussed above are shown in Figure 16. Evident is the time
lagged response between the zonal current and the applied
forcing. Specifically, it can be seen that the oscillations in
zonal current do not start until December, nearly two
months after the imposed forcing begins in the basin, and
extend through July, nearly two months after the forcing
ends. Thus the in-phase relationship between the (small)
local perturbations in zonal wind and the zonal current are
somewhat circumstantial, the primary response is driven by
wind forcing in the west. On the basis of the differences in
the character of the positive zonal current anomalies in
January, March, and April/May versus that in June/July, it is
evident that the local wind does influence the response. The
latter anomaly might be considered a free (Kelvin) wave
while the former are waves influenced by local wind
forcing. SST variations are on the order of 0.5°C and there

are no systematic MLD variations, at least at the spatial
scale of the domain being averaged. These SST variations
are primarily driven by meridional advection, with contri-
butions from net heat flux, zonal and vertical advection all
being smaller but in phase with each other and leading the
meridional heat flux by about a quarter cycle. This suggests
that as a positive (negative) zonal current/sea level pertur-
bation approaches, the initial warming (cooling) is produced
by surface heat flux, changes in zonal advection as well as
vertical advection. Still to be determined is whether the
zonal (vertical) advection perturbations are dominated by
perturbations in SST (vertical temperature gradient) or zonal
current (vertical velocity). Once these three processes act to
warm/cool the equatorial region, the meridional advection
(determined primarily to be from v’”fj—g) acts to spread this
warming/cooling throughout the near-equatorial domain.
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Figure 15. Same as Figure 13, except averaged over the domain 3°N—1°S and 170°E—170°W.

This process is somewhat consistent with the hypotheses
given by Zhang [2001] and McPhaden [2002] although the
details were less forthcoming in these studies given the
limitations of the data (e.g., meridional advection could not
be adequately determined). A highly relevant question
concerns what mechanism is responsible for generating
the anomalous meridional temperature advection (namely
the v'). While it is worth noting that the local zonal wind
forcing appears to be in a position to drive at least part of
the anomalous meridional advection, an additional simula-
tion performed with wind stress anomalies set to zero east of
140°W reduced the amplitude of the anomalous meridional
advection by only 30—40%. This implies that other dynam-
ical processes are at work to produce the anomalous meri-
dional advection discussed above. The results of a more
focused and conclusive examination of the above issues,

that combines the model and observational analysis in a
more synergistic fashion, will be reported in a future study.

[31] A region of weak SST variability occurs under the
subtropical (15°~20°N) Asian jet around 140°E (Figures 10
and 11) that occurs in conjunction with modest cloud/
shortwave and wind forcing. Plots such as those shown in
Figure 13 for this location (not shown) illustrate that the
SST variability is almost exclusively derived from surface
heat flux forcing. Latent, shortwave and sensible heat flux
are all in phase and act constructively to warm and cool the
mixed layer with magnitudes of about £30, 15 and 5 Wm 2,
respectively, and net longwave acting destructively with a
magnitude of about £10 Wm 2. For this location, the SST
response is very sensitive to the climatological MLD. For
example, the first (~November) and last (~April) event
occur when the climatological mixed layer depth are around
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Figure 16. Same as Figure 13, except averaged over the domain 3°N-3°S and 90°W-110°W and

including the zonal current in the top panel.

60 m while the intervening two occur when the MLD is
100 m (the model’s maximum MLD). Under the shallower
mixed layer conditions, the SST variations are on the order
of 0.3°C while under the deep conditions the SST variations
are considerably smaller. It should be noted that during the
summer months (~May—October), the character of the
intraseasonal forcing changes [e.g., Wang and Rui, 1990]
and under these climatological conditions, the local forcing
associated with the MJO is considerable. The ocean
response under these conditions will be explored under a
similar framework in a separate study.

[32] Finally a comment is in order regarding the model’s
subtropical response to the imposed MJO forcing is in order
given that in these regions there is considerable MLD
variability (Figures 10 and 11). Figure 6 shows that con-

comitant with this MLD variability is a fair amount of wind
(stress) variability as well as modest amounts of cloud and
shortwave variability. While these regions do not exhibit
much SST variability, it is instructive to briefly illustrate the
relevant processes. Plots such as Figure 13 for these sub-
tropical regions (not shown), along with other analysis,
show that these regions are typically characterized by a
very deep climatological mixed layer and relatively less
stratification — given the cooler surface waters. The intra-
seasonal wind forcing is relatively strong and induces
intraseasonal fluctuations in MLD on the order of 30 m.
For example, in the region around 20°N and 165°W, the
MLD is typically 100 m. Under the low wind speed phase
of the MJO forcing, the MLD decreases to 70 m. This MLD
change is rather large relative to that occurring in the deep
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tropics (e.g., Figures 11 and 12) although relatively small
when considering the climatological value. Moreover,
because the net surface heat flux anomalies are still rather
small, about 20 Wm 2, and the total MLD is large, the SST
fluctuations remain very small (~0.1°C).

4.3. Sea Level and Transports

[33] As mentioned earlier, relatively large sea level var-
iations occur on the eastern side of both ocean basins
(Figure 10). This, in conjunction with the zonal current
composite (Figure 12) and sea level composite (not shown)
indicate that this activity stems from equatorial Kelvin
waves. In the case of the Indian Ocean for example, these
waves produce sea level variations on the order of 5—10 cm
and travel from the central part of the basin well into the
Bay of Bengal and down the southern coast of Java and into
the Indonesian seas. While the Kelvin waves in both basins
appear to be derived from MJO wind forcing, it is worth
noting that the zonal scale of the waves in the Pacific Ocean
is on the order of 4000 km while the zonal scale in the
Indian Ocean is only about 1000 km. Associated with this
sea level and current variability are variations in basin-wide
transports. In this discussion, only the Indonesian Through-
flow (ITF) and the cross-equatorial Indian Ocean transports
will be highlighted. Figure 17 shows the model heat (and
mass, see caption) transports associated with the applied
canonical MJO forcing. In Figures 17a, 17b, 17e, and 171,
the results are put into the context of the climatology, while
Figures 17¢, 17d, 17g, and 17h simply show the anomalies.
Rather remarkable in the case of the ITF (upper set of four
plots) is that the magnitude of the intraseasonal variability
(£~1 PW) forced by the MJO is at least as large as the
annual cycle, and equally as large as estimates of interan-
nual variability in the ITF [Murtugudde et al., 1998].
However, since the timescale is relatively short, the effects
of this variability on the heat and mass budgets of the Indian
Ocean basin as a whole may not be important although they
appear to play a role in the evolution of the Indian Ocean
Dipole/Zonal Mode (I0OZM) [Annamalai et al., 2002].
Further investigation is required to see if the ocean integra-
tes these heat transports into secular trends in the Indian
Ocean [Webster et al., 1999]. Since the SST trends may
affect the MJO activities [Slingo et al., 1999; Zveryaev,
2002], it would be of interest to determine if there are any
feedbacks from the MJOs to the secular trends in SST.
However, the adjustment to the changes in the transports
and the remotely forced waves appears to be local off the
coast of Java [Sprintall et al., 2000; Potemra et al., 2002].

[34] In contrast to the ITF, the relative sizes of the
climatological and anomalous cross-equatorial Indian
Ocean transport are just the opposite. The annual cycle of
the north-south heat transport, which has been hypothesized
to play an important role in the coupled ocean-atmosphere
regulating system of the Asian monsoon [Loschnigg and
Webster, 2000], has an amplitude of about £2 PW. On the
other hand, the range of the intraseasonal variations is only
about £0.5 PW. These variations are rather weak relative to
the ITF because of the orientation of the wind variability
(i.e., mostly zonal), the anomalies do not penetrate as deep
(~<100 m), and there is a baroclinic nature that leaves only
relatively small residual values. In any case, it would be of
some interest if the net effect of a given MJO event
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produced a net nonzero transport response in either type
of transport described above. Such a condition could arise
because of stratification changes and modest wind asymme-
tries associated with the MJO. The results discussed above
indicate that very little such rectification appears to occur.
Additional considerations of the low-frequency rectification
of the model’s MJO response will be discussed below.

4.4. Rectification to Low Frequencies

[35] Apart from the intraseasonal fluctuations shown in
Figure 13—14, there also appears to be a rectification of the
intraseasonal model response onto lower frequencies. For
example, in both Figures 13 and 14 the mean MLD over the
period of the active MJO forcing is less than for the model’s
climatological MLD. Similar low-frequency variations
occur in the SST. These low-frequency characteristics are
more evident in the near-equatorial time-longitude diagrams
shown Figure 18a as well as the maps of the mean
anomalous response shown in Figure 19. The latter illus-
trates that the application of the control case MJO forcing to
the ocean model leads to a slight warming (~0.3 C) in the
region of the maritime continent during the period of active
MJO forcing. Concomitant with this low-frequency warm-
ing is a mixed layer shoaling of about 5 m. In addition, the
equatorial western Pacific exhibits a mean westward current
bias of about 10 cm s~ ' and the Indian Ocean exhibits a
small amount of MLD shoaling (~4 m) with a modest
change in the large-scale, east-west SST gradient (discussed
further below).

[36] The only other study to examine the low-frequency/
mean ocean response to applied MJO forcing is that of
Kessler and Kleeman [2000] (hereinafter referred to as KK).
Their study employed a Tropical Pacific-only version of the
Gent-Cane ocean model to study the low-frequency rectifi-
cation of the MJO (especially to the interannual timescale
via MJO influences on ENSO). On the basis of idealized,
analytic MJO forcing (i.e., eastward propagating, sinusoidal
wind stress anomalies) that did not include buoyancy
perturbations associated with rainfall or solar radiation, they
found that the MJO forcing leads to a mean SST cooling
(~0.4°C) and eastward zonal current bias (~20 cm s~ ') in
the western Pacific Ocean. While an equatorial cooling is
observed for the control case forcing presented here, it is
considerably weaker, and the sign of the rectified current in
the present case is negative while theirs was positive. The
differences in these two results, particularly that associated
with SST, appears to result in part from the neglect of the
buoyancy forcing terms in the KK study, especially short-
wave, as well as to the application of an absolute low wind
speed threshold (>= 4 m s ). Another difference is that the
KK simulations were done with half the vertical resolution.
This would greatly affect the stratification below the mixed
layer and exaggerate the surface cooling because of entrain-
ment. Also, it would enhance mixed layer deepening due to
penetrative heat fluxes [Murtugudde et al., 2002]. Figures
18b and 19b show our model results when the composite
MJO perturbations associated with rainfall and shortwave
were excluded from the MJO forcing. Apparent is an
increased SST cooling and reduction in the MLD shoaling
over the Indo-Pacific region relative to the control case
MJO forcing. A similar case that neglected only the short-
wave perturbations showed results similar to this case,
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Figure 17. (a) Total zonal heat transport across 114°E as a function of time and depth for the simulation
using MJO forcing. (b) Depth integrated (z < 400 m) heat transport across 114°E as a function of time.
The smooth line is the climatological value. (c) and (d) Same as Figures 17a and 17b, except showing the
differences between the case with and without (i.e., climatology) MJO forcing. (¢)—(h) Same as Figures
17a—17d except for cross-equatorial transport in the Indian Ocean. Note the scale change between the top
and bottom sets of contour plots. Mass transport plots (not shown) look very similar except that the units

2 1

and scales for the color bars are m~ s~

line plots are m®> s~ x 10°.

indicating that most of the difference observed between the
Figures 18a—19a and 18b—19b is attributed to the absence
of anomalous shortwave forcing.

[37] Figures 18c and 19c¢ show our model results from
simulations without the surface buoyancy perturbations, and
when an absolute critical wind speed threshold was
employed (>= 4 m s~ '). This absolute threshold inhibits

x 10%(10°) for the top (bottom) set and units and scales for the

the reduction of the sensible and latent heat fluxes that
normally act to enhance the warming during the low wind
speed phases of the oscillation [e.g., Anderson et al., 1996;
Weller and Anderson, 1996; Jones et al., 1998; Shinoda et
al., 1998]. In this case, the SST barely warms in the
suppressed phase of the MJO. This is due not only to the
direct effect from the excluded shortwave anomalies on
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Figure 18. Time-latitude diagrams of anomalous ocean response in terms of (left) SST, (middle) mixed
layer depth, and (right) surface zonal current associated with (a) MJO forcing for the control case, (b) no
anomalous rain or shortwave forcing, (¢) no anomalous rain or shortwave forcing and with a lower limit
wind speed threshold of 4 m s™', and (d) as in the control case (Figure 18a), except with the residual
means of the MJO cyclic forcing structure removed (see section 3b). The latitude band used for the SST

and mixed-layer depth (zonal current) is 3°N-7°S (3°N-3°S).

the mixed layer but also because application of a wind
speed minimum leads to an increased mixed layer depth
over the whole MJO cycle relative to the control case MJO
forcing; the latter of which inhibits SST warming. Figure 19
shows that the low-frequency SST warming signatures and
shallower MLDs exhibited around the Maritime continent in
the control case are nearly absent in this case, and in fact are
replaced with net SST cooling and MLD deepening. In fact
this cooling signature, which is most pronounced around the
Maritime continent, extends over a broad region of the
Tropical Indo-Pacific Ocean. One can surmise from Figures
13 and 14 that if shortwave anomalies were neglected from
the MJO forcing, and the MLD was not allowed to shoal
because of the imposition of a wind speed threshold, the

SST warming that occurs during the suppressed phase of the
MJO would be greatly curtailed. These results indicate that
the shortwave and wind anomalies can act in conjunction to
produce a rectified warming. This occurs because high
shortwave occurs in conjunction with low wind forcing
periods (i.e., suppressed phase of the MJO) and both of
these act to shallow/stabilize the mixed layer leading to a
greater heating rate from the positive (negative) shortwave
(wind) anomalies. In contrast, during the convective/high
wind forcing phase, the mixed layer deepens and the
negative (positive) shortwave (wind) anomalies act on a
deeper mixed layer which reduces the magnitude of the
heating rate (i.e., actually cooling in this case) relative to the
suppressed phase of the MJO.
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Figure 19. Time mean maps of anomalous ocean response in terms of (left) SST, (middle) mixed layer
depth, and (right) surface zonal current associated with (a) MJO forcing for the control case, (b) no
anomalous rain or shortwave forcing, (c) no anomalous rain or shortwave forcing and with a lower limit
wind speed threshold of 4 m s~!, and (d) as in the control case (Figure 19a), except with the residual

means of the MJO cyclic forcing structure removed (see section 3b). Time averages were taken over the

four complete MJO cycles, i.c., pentads 4—43 (see section 3 and Figure 4).

[38] The SST results from the 3rd case described above
appear to be very consistent with the results shown by
Kessler and Kleeman [2000, Figure 3]. They suggested
three mechanisms were responsible for producing the rec-
tified signals found in their experiments. The first mecha-
nism was associated with the wind threshold and its effect
on latent (and sensible) heat flux. The second mechanism is
associated with the nonlinear response of the equatorial
zonal current to oscillating zonal winds. This mechanism
(see their discussion) [Robinson, 1966; Gill, 1975] accounts
for their net eastward zonal current on the equator and the
slight net SST warming found to the east of their strong SST
cooling region. The third mechanism is associated with the

correlation between the anomalous upwelling and vertical
temperature gradients associated with the MJO forcing.
Summarizing their discussion in regards to the latter mech-
anism, under easterly wind forcing, and thus upwelling, the
vertical temperature gradient is stronger and thus a net
cooling results over the cycle. In general, the first and third
(second) mechanism account for the bulk of the SST (zonal
current) rectification found in their experiments. As dem-
onstrated in their study and above, the first mechanism
clearly plays an influential role on the SST. The analysis
above demonstrates the additional impact it has on MLD
and in turn the MLD’s impact on the SST. In light of the
frequently sampled (i.e., 15-minute) record obtained for a
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number of MJO events during TOGA-COARE [e.g., Weller
and Anderson, 1996, Figure 9], it isn’t obvious that such a
threshold is appropriate for the suppressed wind phase of
the MJO since there doesn’t appear to be any unsampled
gustiness that would need to be accounted for within the
imposed forcing. In regards to the third mechanism, it is
undoubtedly acting in the present simulations as well. In
fact, since the surface warming in the easterly wind phase is
greater in the present study, its effects would be expected to
be even larger. This might account for the fact that even
though the rectified signal over most of the Indo-Pacific
Ocean is considerably warmer in Figure 19a relative to
Figure 19c, the change is somewhat smaller over the
equatorial western Pacific where this mechanism would be
expected to be acting.

[39] While the above results and discussion help to
explain the differences in the rectified SST signal between
KK and those presented here, they do not explain the
difference in the rectified zonal current signal. Even the
MIJO forcing case presented here that tried to mimic that
of KK (i.e.,, Figures 18c and 19c) still shows a net
westward zonal current while their rectified current was
eastward in this region. The equatorially trapped nature of
the signal, as well as a simulation performed in which
wind stress perturbations were neglected from the MJO
forcing (not shown), indicate that this feature derives
almost solely from interactions with the wind stress forc-
ing. It is reasonable to presume that the second rectifying
mechanism discussed above is acting in the present model
and thus the model should have a tendency for a rectified
eastward current. However, an additional mechanism is
acting in the present experiments, one that is likely to be
less pronounced in those of KK. As illustrated in Figure 18
(middle), MLD changes are considerable in the control
case MJO forcing. In fact there is about a 20 m difference
in MLD between easterly and westerly zonal wind phases
(this is against a background MLD of ~40 m; see also
Figure 13). Since the MLD is less during the easterly
phase, a somewhat similar momentum input (Figure 6)
between the two phases results in a stronger westward
current during the easterly phase than the eastward current
during the westerly phase. In fact, it would appear that this
effect is significant enough to overcome the second
mechanism discussed above.

[40] As a final remark regarding MJO-induced rectifica-
tion in the ocean, it is important to clarify the degree to
which the rectification exhibited in the control case (Figures
18a and 19a) stems from actual ocean rectification processes
versus a rectified signal in the MJO forcing itself. As
discussed in section 3b, the method used for compositing
did not require the forcing associated with the “anomalous”
MJO cycle to have zero mean (albeit the “residual” means
were small). Rather, the intention was to simply try and
capture an accurate depiction of an MJO event, with specific
effort made to limit biasing of the forcing that might arise
from interannual variability (i.e., via band passing). To
determine the influence that these residual means have on
the rectified signal, a simulation was carried out in which
the residual means were removed from the composite MJO
forcing components (i.e., solar, winds, clouds, and rain).
The results of this experiment are shown in Figures 18d and
19d. Note that in general, the same qualitative behavior,
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Figure 20. SST difference across the tropical Indian
Ocean for the model climatology (thick black), the control
case with MJO forcing (thick gray), the MJO forcing case
with no wind stress (gray dashed), and the difference
between the climatology and control case with MJO forcing
(thin black). The SST in the eastern (western) Indian Ocean
was computed by averaging the SST over the region 0—
10°S, 80°—100°E (0—10°S, 40°-60°E).

albeit with weaker amplitude, occurs for this case as for the
control case. Thus, at least some part of the rectified
behavior exhibited in the control case arises solely because
of the nonlinear response of the ocean model to the imposed
forcing and is not derived from any rectified/mean effect in
the MJO forcing itself.

[41] Another feature worth highlighting is that indepen-
dent of the forcing scenario discussed above, the cool phase
of'the SST in the central Indian Ocean has an evolving nature
in which each successive event has a slightly larger negative
value. This seems to be related at least in part to the fact that
the curl of the composite MJO wind anomalies is 50% larger
during the negative phase than for the positive phase (not
shown). Note that the negative wind curl phase occurs in
conjunction and just after the convective phase of the MJO.
This is important because the climatological thermocline
depth tends to be relatively shallow in the central Indian
Ocean [Murtugudde and Busalacchi, 1999], particularly just
south of the equator. Thus the negative wind stress curl
anomaly phase has the potential for contributing more to the
SST cooling than the positive wind stress curl anomaly
phase. This aspect of the results is presently being examined
in more detail using additional observational data (e.g.,
TOPEX, TMI) to determine the extent to which this behavior
is exhibited in the observations. This, as well as a more
focused model analysis will be used to determine the
mechanisms responsible for the temperature fluctuations in
this region, including their evolving nature.

[42] The last aspect regarding low-frequency rectification
concerns the influence the MJO may have on the possible
development of the IOZM [e.g., Murtugudde and Busalac-
chi, 1999; Saji et al., 1999; Webster et al., 1999]. The SST
panels in Figure 18 show that the SST can be slightly out of
phase between the eastern and western Indian Ocean. Given
that an analog to the Bjerkness hypothesis has been
suggested to possibly play a role in the development of
the I0OZM, it is worth considering how the MJO might
influence the SST gradient across the Indian Ocean.
Figure 20 shows time series of the SST difference across
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the Indian Ocean basin for the model climatology (thick
black) and the case with MJO forcing (thick gray). During
late boreal winter, the [OZM is most prone to grow because
of the weakened and nearly reversed east-west SST gra-
dient. When MJO forcing is imposed on top of the
climatological forcing, the impact on the SST gradient
can be quite substantial in relative terms (~50%) given
its relatively small magnitude during the time of the year
when MJO is most active. A simulation without the wind
stress anomalies associated with the MJO forcing (dashed
gray) indicates that most of the SST gradient change is
accomplished solely by the surface heat flux perturbations.
Annamalai et al. [2002] hypothesize that the remotely
forced precipitation anomalies during boreal spring months
off Java initiate the anomalous upwelling winds which lead
to the initiation of the SST cooling and the Bjerkness
feedbacks. Our results indicate that MJO-related surface
heat fluxes may be preconditioning the SST gradient at the
same time and the two processes may be acting in concert
to influence the development/evolution of the I0OZM. More
detailed modeling and observational analysis is being
carried out to focus on this interplay and the results will
be reported elsewhere.

4.5. Three-Dimensional Processes Versus Slab Ocean

[43] As mentioned in the Introduction, the study by
Waliser et al. [1999] showed that the coupling of a slab
mixed layer ocean to an atmospheric GCM had a positive
influence on the model’s representation of the MJO. This
section will briefly explore the fidelity of such a slab ocean
for representing the SST variability induced by MJO forc-
ing, this procedure also serves to illustrate where ocean
dynamics play an important role. In the above study, net
surface heat flux anomalies were applied to a 50 m slab
ocean to obtain SST anomalies that were then added to the
otherwise fixed (climatological) SST. To mimic that
approach, the surface net heat flux anomalies from the
control case are used here to force a slab mixed layer to
derive the associated SST anomalies. To first examine the
dependence of the response on the MLD, the forcing was
applied to slabs of various depths from 10 to 90 m. On the
basis of a comparison of the size of the induced SST
variability to the size of the variability obtained in the
GCM (i.e., Figure 10) and from a computation of the
RMS difference in SST anomalies from the two models, it
was found that a slab depth of about 30—50 m gave the
most similar results, at least for Indo-Pacific warm pool
region. This is not surprising given the model’s climato-
logical MLD is about 40 m in this region (see Figures 13
and 14). Figure 21 shows the results from this comparison
for the 40 m slab ocean, along with a time-longitude
diagram of the SST. Overall, the evolution of the SST along
the path of the MJO and the region of significant MJO-
induced variability are both quite similar to that shown in
Figures 18 and 10, respectively. In each case the magnitude
for the slab mixed layer is less than for the OGCM because
of the systematic MLD shoaling (up to 20 m) that occurs in
the OGCM during warm SST periods. The RMS difference
map shows that the typical SST differences between the two
models is on the order of the variability itself. The much
larger errors that occur in the eastern Pacific tend to be
associated with the lack of dynamic variability (e.g., TIW)
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in the slab model and the lack of remotely forced thermo-
cline/mixed layer interactions.

[44] The correlation map shows that most of the SST
variability in the OGCM is in phase with that of the slab
mixed layer. This simply implies that surface heat flux tends
to be the dominant process in most cases and thus deter-
mines the phase of the variability in the OGCM as well as of
course the slab ocean. However, of interest are the areas of
negative correlation since these would indicate areas where
ocean dynamics must be determining the phase of the SST
variability. Here, we will focus only on the area at and just
north of the equator in the western Pacific Ocean. The other
areas of negative correlation occur in regions where the net
surface heat flux forcing and SST response are rather weak.
However, the area in the western Pacific Ocean is rather
unexpected and to some extent should be viewed with
caution. Figure 11 shows an alternative representation of
this feature whereby the SST in this region tends to be out of
phase with the SST to the south and to the east around the
maritime continent but tends to be in phase with the SST in
the Indian Ocean. Figure 15 shows the temporal evolution
of a number of forcing and response indicators for this
region. The most striking feature is that for the first two to
three MJO events, the zonal advection (driven by the zonal
wind) dominates the mixed layer heat budget response and
this is out of phase with the weaker net surface heat flux
values; hence the correlation seen above. Note that the
strong signal observed in zonal advection for just the first
two to three events stems mostly from the fact that the
magnitude of the background zonal temperature gradient in
this region is a maximum during the November through
February time frame and weakens to about half this max-
imum value after February and for the remaining of the
anomalous MJO forcing period.

[45] On the basis of the model SST bias (Figure 1) which
indicates a maximum error in the east-west gradient around
the dateline, we suspect the OGCM might be over empha-
sizing the contribution from zonal advection in this region.
However, we would also like to point out that nearly all of
the studies that have examined this issue have either focused
on the region south of the equator [Hendon and Glick, 1997;
Shinoda et al., 1998, 1999], analyzed an area east of this
region where the zonal gradient is weak [Zhang, 1996; Lau
and Sui, 1997], or considered a band equally weighted north
and south of the equator [Woolnough et al., 2000] which
might obscure different behavior between the region just
north and south of the equator in this region. The spatial
diagrams of correlation between observed SST and other
MJO-related quantities by Hendon and Glick [1997] and
Jones et al. [1998] do show that the simple relationship
between surface heat flux and SST variability tends to be
stronger (weaker/nonexistent) south (north) of the equator.
However, no observational study has sought to determine to
what extent this characteristic is robust or to distinguish the
reasons for this north/south difference. The OGCM experi-
ments presented here suggest the possibility that apart from
what might simply be weaker surface heat flux forcing in
this region, a more ambiguous relationship could very well
be occurring because of the elevated importance of three-
dimensional ocean processes. This issue deserves further
research, particularly in light of the possible role that SST
coupling may play in the development and maintenance of
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(a) Anomalous SST variability from a 40 m slab mixed layer forced with the anomalous net

heat flux from the GCM model simulation with control case MJO forcing (see section 4¢); analogous to
Figure 10 (top left). (b) Same as Figure 18 (left), except as derived from a 40 m slab mixed layer forced
with the anomalous net heat flux from the model simulation with control case MJO forcing. (c) and (d)
Root mean square difference and correlation between the slab mixed layer model SST described above
and the OGCM simulated SST with control case MJO forcing.

the MJO as it propagates from the Maritime continent to the
central Pacific Ocean/SPCZ region.

5. Summary

[46] The objective of this study was to examine the basin-
wide response of the Indo-Pacific Oceans to atmospheric
forcing associated with the MJO. The purpose was to obtain
a comprehensive view of the ocean variability that might be
directly attributed to the MJO and to examine the mecha-
nisms underlying this variability. In doing so, our intention
was to broaden the perspective offered by previous studies
whose findings were necessarily limited because of obser-
vational constraints [e.g., Cronin and McPhaden, 1997,
Ralph et al., 1997; Feng et al., 2000; Zhang and McPhaden,
2000; Zhang, 2001], simplified model physics [e.g., Shi-
noda and Hendon, 1998] and/or regional dependencies
[e.g., Zhang and Rothstein, 1998; Shinoda and Hendon,
2001]. Because of the relative abundance of atmospheric
(forcing) data and the relative paucity of ocean (response)
data, an ocean GCM framework with imposed forcing was
utilized. Significant care was taken to develop canonical
forms of MJO forcing from the available observations

(Figures 2—6) and then to use them with an ocean GCM
that demonstrates reasonable fidelity in representing the
ocean response to MJO forcing (Figure 9) [see also Shinoda
and Hendon, 2001]. The primary issues addressed in this
study involved determining: 1) the general scope of tropical
ocean variability that could be attributed to typical MJO
forcing (e.g., regional dependence, strength of response,
local versus remote), 2) the particular components of the
forcing that were the most important; and 3) the relative
contributions of the different physical mechanisms respon-
sible for the ocean response. In this study the response was
measured in terms of physical properties, such as circula-
tion, temperature, mixed layer depth (MLD), salinity and
sea level variations. In addition, a number of more specific
issues were examined, such as the effect on basin-scale
transports, remote effects via wave propagation, rectifica-
tion of the intraseasonal timescale to lower frequencies, and
the degree to which 3-D ocean physics are required to
represent the ocean’s temperature response.

[47] The results show that the imposed MJO forcing
induces ocean variability that is both local to the region of
intense convective activity (i.e., Indo-Pacific warm pool)
as well as considerable variability outside this region
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(Figures 10—12). The former consists of variations, meas-
ured in terms of standard deviation, that range up to about
0.5°C in SST, 15 m in MLD, 0.2 (0.1) m s~ ' in surface
zonal (meridional) current, 4 ¢cm in sea level, and 0.08 psu
in salinity. The salinity variations are rather small relative to
the gradients in the basin-wide salinity field, however the
variability in the other quantities is significant. While the
nature of SST variability associated with the MJO has been
documented in a number of studies, the variability of MLD
and surface currents, and its implications, are associated
with more uncertainty (see Introduction). The findings in
this study, based on the OGCM as well as a slab mixed
layer, suggest that in regions around the maritime continent
and south of the equator in the western Pacific warm pool,
the SST variations are driven to a large extent by the net
surface heat flux variations (Figure 14). However, in regions
close to and just north of the equator in the western Pacific
warm pool (Figures 15 and 21) as well as in the near-
equatorial Indian ocean (Figure 13), three-dimensional
ocean advection processes play a nontrivial role, and can
range up to 50% or more of the size of the net surface heat
flux variations. Consistent with earlier studies and expect-
ations, the main contributing forcing components are wind
stress, wind speed via its effects on evaporation, and
cloudiness via its effect on shortwave. Other components
of the forcing, such as rainfall, cloud cover effects on
longwave, and sensible heat flux in general, make much
less contribution to the ocean variability. In terms of
magnitude and phase, variations in shortwave and latent
heat flux are considerable and tend to act in phase to heat/
cool the SST, variations in longwave are modest but tend to
be out of phase with the shortwave, and variations in
sensible heat flux are negligible. In the Indo-Pacific warm
pool areas discussed above, MLD variations were also
found to be considerable (e.g., Figure 11) and important
in determining the SST variability. For the most part, these
variations contributed in a positive manner to the SST
variations. For example, the MLD shoaling during the
heating phase of the MJO induced additional SST heating
that is not present under fixed MLD conditions (e.g.,
compare Figures 18 and 21). However, in some cases this
shoaling became so significant (~20 m) in the context of the
background MLD (~40 m) that nontrivial amounts of solar
radiation penetrated through the bottom of the mixed layer
[e.g., Anderson et al., 1996].

[48] Apart from the Indo-Pacific warm pool areas dis-
cussed above, the ocean variability in a number of other
regions that stemmed from MJO forcing was examined. For
example, the remotely forced SST variability that develops
in the eastern equatorial Pacific was found to be generally
consistent with the observed variability documented by
Zhang [2001], having broad longitudinal (~4000 km) and
latitudinal (~500 km) extents and occurring in conjunction
with the propagation/arrival of ocean Kelvin waves from the
western Pacific (Figures 11, 12, and 16). While the TOGA/
TAO array data analyzed by Zhang suggested that vertical
entrainment is the primary mechanism for producing the
observed SST variability, analysis of the model’s heat
budget suggests that advective processes, namely meri-
dional advection, might play more significant roles. A
separate, more focused, study is now underway to determine
more specifically the processes responsible for generating

29 - 27

this component of east Pacific SST variability. While the
subtropical areas were largely devoid of MJO induced ocean
variability, except for the SPCZ, a region of modest SST
variability occurs just east of S.E. Asia/China (Figure 10)
because of variations primarily in surface heat flux. The SST
response in this region is highly dependent on the time of
year the MJO occurs because of the significant climatolog-
ical variations in the (model) MLD. During the boreal fall
and spring (winter), when the climatological MLD is about
60 m (100 m), the SST variations are on the order of 0.3°C
(0.1°C). In addition, a large fraction of the subtropics
exhibits MLD variations as large as those occurring in the
Indo-Pacific warm pool. In general however, these are
associated with very minor variations in SST because of
the much larger climatological MLD that occur in these
regions (i.e., ~100 m). The modest MJO-induced wind
stress and heat flux forcing combines with the weaker
stratification that is typical of these regions to produce the
intraseasonal MLD variations on the order of 30 m which is
large relative to the variations exhibited in the Indo-Pacific
warm pool regions but small in the context of the climato-
logical values in the subtropics.

[49] In conjunction with MJO wind stress forcing are
remotely forced sea level variations (~5-10 cm), via
Kelvin waves, on the equator and the eastern sides of the
Indian and Pacific Ocean basins (Figure 10). In conjunction
with these sea level variations are variations in basin-wide
transports (Figure 17). For example, variations the Indone-
sian Throughflow (ITF) brought about by MJO wind stress
forcing are of the same order as the magnitude of the
seasonal cycle of ITF transport (~1 PW; 10 Sv). While
the relatively short timescale associated with the MJO, and
somewhat cyclic nature, may keep these variations from
having large net impacts on the heat/mass budgets of the
Indian Ocean as a whole, recent evidence suggests that
these MJO-induced ITF variations may play a role in the
evolution of the Indian Ocean Zonal Mode (I0ZM) [Anna-
malai et al., 2002]. In contrast, the variations associated
with the climatological cross-equatorial flow in the Indian
Ocean basin are considerably larger (~4 PW) than those
associated with MJO forcing (~<1 PW).

[s0] Considerations were made to address whether and
how the intraseasonal timescale of the MJO forcing might
lead to longer timescales of variability in the ocean (Figures
18 and 19). This rectification issue was first examined by
Kessler and Kleeman [2000] where idealized MJO wind
forcing was applied to virtually the same ocean model that
is used here. That study found that the low-frequency ocean
response to the MJO in the equatorial western Pacific
consisted of a cooling (~0.4°C) and eastward current
anomaly (~0.2 m s ). In the present study, the low-
frequency ocean response consisted of a much weaker
cooling (~0.1°C) in the equatorial western Pacific (and
Indian) Ocean region, a relatively larger warming in the
maritime continent region (~0.3°C), a fair amount of MLD
shallowing (~5 m) in most of the above regions, and a
westward equatorial Pacific Ocean current anomaly (~0.1
m s~ ). Sensitivity experiments designed to mimic aspects
of KK showed that the larger SST cooling in the KK study
likely resulted equally from the neglect of the shortwave
component of the MJO forcing and the artificial lower limit
set for the wind speed (>4 m s '). The direct effects
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associated with the manner that these forcings were handled
were compounded by the impacts that they also had on the
MLD. For example, in the easterly (i.e., low wind speed)
and clear-sky phase of the MJO, both of the above forcing
specifications would lead to a much weaker SST warming
than if shortwave was included and no wind threshold was
utilized. Further, each condition also reduces the amount of
MLD shoaling that would typically occur in this phase of
the MJO which would tend to limit the SST warming. In
addition, the shallowing of the MLD that occurs in the
heating/easterly wind phase of the MJO, which was likely to
be much more limited in the KK versus the present study,
appears to be responsible for the (sign) difference in the
low-frequency equatorial western Pacific zonal current
anomaly. While the present study utilized what might be
considered more realistic MJO forcing conditions given
they were constructed from observations and included all
components of the forcing, and it employed higher vertical
resolution which may play a role in some of the above
differences, this should not be taken to mean that the results
are more conclusive. Rather, they, along with the KK
findings, should be considered with some caution given
the rather large sensitivity of the results to the forcing
conditions applied. Additional experimentation is needed
with other ocean GCMs and alternative forcing scenarios.

[51] In conjunction with the above aspect of the study, it
was found that the heat flux variations associated with the
MJO produce systematic variations in the east-west zonal
gradient of SST (Figure 20). In particular, when the eastern
Indian Ocean is undergoing cooling the western Indian
Ocean tends to undergo heating, and vice versa. When
considered against the background SST gradient, which is
weak during boreal winter, these modest variations in basin-
wide SST gradient could play a role in the evolution of the
I0ZM, at least to the extent the Bjerkness mechanism plays
arole [e.g., Saji et al., 1999; Webster et al., 1999; lizuka et
al., 2000]. As yet, it is not been conclusively determined the
degree this and or other dynamically based mechanisms
[e.g., Hastenrath et al., 1993; lizuka et al., 2000; Annamalai
et al., 2003] play a role and/or work together to determine
I0ZM variability. Further observational study is needed in
order to examine the extent to which MJO heat flux forcing
might have played a role in the development and/or demise
of observed IOZM events. The above MJO-IOZM inter-
actions are noteworthy, since along with the possible
influence that the MJO has on the evolution of ENSO
[see Zhang et al., 2001], they provide additional examples
of roles that the MJO might have in modulating low-
frequency aspects of our climate.
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